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Let’s talk about developers ...



THE #1 PROGRAMMER EXCUSE
FOR LEGITIMATELY SLACKING OFF:

“MY CODE'S COMPILING.”

HEY! GET BﬂCK
10 LJ’GRK‘
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Fault-tolerance

You write a distributed
30, how do | guery the Ok, it's not a database. | | map reduce function in
database? How do | query it? Erlang!
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Let’s talk about dewedmpinglt.tolerance
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When things go wrong ...

The Real Reason Facebook Went Down Yesterday: It's
Complicated

Nick O'Nelll on September 24, 2010 10: 20 AM

Yesterday afternoon Faceboolk experienced the worst outage that the
company has had “in over four years”, causing the site to go down for
most users for “approximately 2.5 hours”, One of the company’s
engineers followed up with a blog post, explaining exactly what went
wrong. The cause of the issue sounds relatively complicated, however the
conclusion was that the company had to restart the entire site,

According to Robert Johnson:

The key flaw that caused this cutage to be 50 severe was an

unfortunate handling of an error condition. An automated system for

verifying configuration values ended up causing much more damage
than it fixed.

The intent of the automated system is to check for configuration values that are invalid in the cache
and replace them with updated values from the persistent store. This works well for a transient

problem with the cache, but it doesn’t work when the persistent store is invalid.

2010
unfortunate
handling of
error condition

:

%Jttn://aIIfacebook.com/the-real-reason-facebook-went-down-vesterdav-its-comolicated b19366
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When things go wrong ...

Twitter crashes hard, ELIIZ
Internet freaks out

By Julianne Pepitone @CNMMoneyTech June 21, 2012: 3:34 PM ET

| Email
Fl Recommend @ W Tweet Il“ Share I+ __2]2_: P:‘;I

~ i i i i i i i e

Twitter crashed so hard on June 21 that the site didnt even display the famous "Fail Whale.”
Instead, it simply timed out.

2012
cascaded bug

http://money.cnn.com/2012/06/21/technology/twitter-down/index.htm

%


http://money.cnn.com/2012/06/21/technology/twitter-down/index.htm
http://money.cnn.com/2012/06/21/technology/twitter-down/index.htm

When things go wrong ...

RBS takes £125m hit over IT outage

by Dan Waorth 03 Aug 2012

FoLLOWVs [T ke (Y N T

2012

processing

The RBS/Matwest technical outage that blighted the bank and its customers in June has
cost the firm £125m according to its |latest financial reports.

The banking group, which posted overall losses of £1.5bn for the second quarter of its
financial year, was hit by a huge outage that affecting millions of customers from receiving
or making payments and lasted for almost an entire week.

"The immediate software issue was promptly identified and rectified. Despite this,
significant manual intervention in a highly automated and complex batch processing
environment was required. This resulted in a significant backlog of daily data and
information processing," the firm said in its filing.

upgrade of batch
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http://www.v3.co.uk/v3-uk/news/2196577/rbs-takes-gbpl25m-hit-over-it-outage
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When things go wrong ...

Google explains reasons
behind today's 30-minute
service outage

m By Andrew Martonik | Jan 24 2014 | 9:50 pm | 58 COMMENTS

2014
bug/bad config

Proverbial 'software bug' sent a spiral of bad configurations to

other systems MAP%


http://www.androidcentral.com/google-explains-reasons-behind-today-s-30-minute-service-outage
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Lambda Architecture to the rescue!



Let's step back a bit ...

* Nathan Marz (Backtype, Twitter, stealth startup)

e Creator of ...
— Storm

— (Cascalog
— ElephantDB

http://manning.com/marz/

NMAPR
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Lambda Architecture—Requirements

Fault-tolerant against both hardware failures and human errors

Support variety of use cases that include low latency querying as
well as updates

Linear scale-out capabilities

Extensible, so that the system is manageable and can
accommodate newer features easily

NMAPR



Lambda Architecture

IMMUTABLE D PRECOMPUTE
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Lambda Architecture—Layers

Batch layer

— managing the master dataset, an immutable, append-only set of raw data

— pre-computing arbitrary query functions, called batch views

Serving layer indexes batch views so that they can be queried in ad
hoc with low latency

Speed layer accommodates all requests that are subject to low
latency requirements. Using fast and incremental algorithms, deals
with recent data only

NMAPR



Lambda Architecture—Compensate Batch

NOwW

data absorbed into batch view | not absorbed
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Lambda Architecture—Immutable Data + Views

http://openflights.org

NMAPR
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Lambda Architecture—Immutable Data + Views

timestamp airport flight action

2014-01-01T10:00:00 DUB El123 take-off
2014-01-01T10:05:00 HEL SAS45 take-off
2014-01-01T10:07:00 AMS BA99 take-off
2014-01-01T10:09:00 LHR LH17 landing
2014-01-01T10:10:00 CDG AF03 landing
2014-01-01T10:10:00 FCO AZ501 take-off

Immutable master dataset

MAPR



Lambda Architecture—Immutable Data + Views

timestamp

2014-01-01T10:00:00
2014-01-01T10:05:00
2014-01-01T10:07:00
2014-01-01T10:09:00
2014-01-01T10:10:00

2014-01-01T10:10:00

airport

DUB
HEL
AMS
LHR
CDG

FCO

flight
El123

SAS45
BA99
LH17
AFO03

AZ501

immutable master dataset

action

take-off
take-off
take-off
landing
landing

take-off

) air-borne: 2307

—
_ airport load:

airport

AMS
CDG
DUB
FCO
HEL

LHR

planes

69
44
31
10
17

101

views

air-borne

per airline:
airline planes
AF 59
AZ 23
BA 167
El 19
LH 201
SAS 28
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h lambda-architecture.net Case Stories

Lambda Architecture

A repository dedicated to the Lambda Architecture (L&), We collect and publish examples and good practices around the LA,

Updates

20 Jan 2014 » Lambda Architecture: A state-of-the-art by Pere Ferrera

19 Jan 2014 » An example Lambda Architecture for real-time analysis of hashtags using Trident, Hadoop and
Splout SQL by Pere Ferrera

25 Dec 2013 » Twitter Summingbird by Michael Hausenblas

25 Dec 2013 » Lambdoop by Michael Hausenblas

25 Dec 2013 = Issues in Combined Static and Dynamic Data Management by Michael Hausenblas
24 Dec 2013 » Where Polyglot Persistence meets the Lambda Architecture by Michael Hausenblas
24 Dec 2013 » Speed Components by Michael Hausenblas

12 Dec 2013 » Batch Components by Nathan Bijnens

11 Dec 2013 » A real-time architecture using Hadoop and Storm by Nathan Bijnens

10 Dec 2013 = Why are we doing this and why are we doing this now? by Michael Hausenblas

What is the Lambda Architecture?

Nathan Marz came up with the term Lambda Architecture (LA) for a generic, scalable and fault-tolerant data
processing architecture, based on his experience working on distributed data processing systems at Backitype and
Twitter.

The LA aims to satisfy the needs for a robust system that is fault-tolerant, both against hardware failures and human

mistakes, being able to serve a wide range of workloads and use cases, and in which low-latency reads and updates

are required. The resulting system should be linearly scalable, and it should scale out rather than up.

Components Architecture Platforms

Contribut¥

Tweets L

Michael Hausenblas @mhausenblas 8 May
S I've made the @ApacheSpark slide deck
from today's #DSDay available online now:

speakerdeck.com/mhausenblas/ap...

#bigdata @LambdaArch
[ Show Summary

Mathan Bijnens @nathan_gs 7 May
RT @prokopp: "Lambda Architecture in a
nutshell. How to achieve Velocity and
Volume with Big Data. |.mp/QdwO2B"
#lLambdaArch

¥ [ Show Summary

Mathan Bijnens @nathan_gs 29 Apr
My slides for A real-time (#LambdaArch)
architecture using #Hadoop & #Storm,
presented during #nosaqll4 are online:
slideshare.net/nathan_gs/a-re...

D Show Media
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Implementing the Lambda Architecture



Lambda Architecture

IMMUTABLE D PRECOMPUTE
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http://lambda-architecture.net/components/2013-12-12-batch-components/

Components

Processing Frameworks

Technology Does it fit
Hadoop MapReduce 2.8 0. ¢
Spark MapReduce Jhk
Pig ok
Hive FhHk
Cascading / Scalding Jokk
Cascalog Joheh
Crunch / SCrunch * Ak
Pangool b8 8 1

Maturity
*kk
*
ko
b2 8 1
*k

*

*k

*

Batch View Databases

Technology

ElephantDB

SploutsQL

Voldemort (with a ReadOnly backend)

HBase (bulk loading)

Easyness of use Language Platforms Comments
* Java Hadoop
ik Scala Spark
ok Pig Latin, Java Hadoop Support planned for Spark and Tez
1.8 8 1 HiveQL, Java Hadoop Support planned for Tez. Spark’s clone is “Shark”
A
, Speed Components
A
24 December 2013
A

Stream Processing Frameworks

Technology Does it fit Maturity Complexity

Apache Storm ek *okk *

Apache Samza ek ke A

Apache S4 ek * *
Cloud-based (XaaS) Offerings

Technology Does it fit Maturity Complexity

Kinesis ok ok ok

Language
Clojure
Scala/Java

Java

API

Java

Comments
originates from Twitter
originates from Linkedin

originates from Yahoo!

Comments

introduced in 11/2013

% http://lambda-architecture.net/components/2013-12-24-speed-components/

®


http://lambda-architecture.net/components/2013-12-12-batch-components/
http://lambda-architecture.net/components/2013-12-12-batch-components/
http://lambda-architecture.net/components/2013-12-24-speed-components/
http://lambda-architecture.net/components/2013-12-24-speed-components/

IMMUTABLE O PRECOMPUTE

MASTER DATA BATCH
/ RECOMPUTE

BATCH LAYER

SERVINGLAYER

NEW DATA BATCH VIEWS
STREAM

REAL-TIME VIEWS

Apache Kaftka " -

A high-throughput distributed messaging system.

PROCESS Storm
~ ' SPEED LAYER
STREAM REAL-TIME
INCREMENT

NMAPR




How about an integrated approach?

W Follow

@TwitterOSS

e Twitter Summingbird 5 TriuerSpensourceg
e Lambdoop

 Apache Spark

Today we are open sourcing Summingbird on GitHub under
the ALvZ2. we're thrilled to open source @summingbird,
streaming mapreduce with @scalding and @stormprocessor
#hadoop https:/t.cofcV3LKG...

{3 Twitter Engineering @ TwitterEng

104 RETWEETS 65 FAVORITES + 13 W

NMAPR


http://lambda-architecture.net/platforms/2013-12-25-twitters-summingbird/
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Apache Spark 101

 Originally developed in 2009 N
|n UC Berkeley1s AM P L ab spr K Lightning-fast cluster computing

Download Related Projects ~ Documentation +  Community ~ FAQ

 Atop-level Apache project o
Apache Spark™ is a fast and general engine for large-scale data processing. S
aS Of 2 O 1 4 Submissions and registration open

for Spark Summit 2014 (Mar 20, 2014)
Spark becomes top-level Apache

e Databricks are commercial Speed TS

Run programs up to 100x faster than Hadoop = Hadoop
S h e p h ard S MapReduce in memory, or 10x faster on disk. .
ﬁ;p:r:::?:; :::Wnc;dm If;.:?n:?qecution engine that supports cyclic data - -
® E nte rp ri S e S u p p 0 rt fro m Logistic regression in Hadoop and Spark N
Hadoop distributions Ease of Use O it
« MLIib (machine learning)

Write applications quickly in Java, Scala or Py’[hon. file.flatMap(lambda line: line.split()) « GraphX (graph)
.map{lanbda word: (word, 1))

w
o

Archive
= Spark

Running time (s)
o 8 8

https://spark.apache.org/

NMAPR
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The Spark Community

March 27th 2010 - February 15th 2014

Commits to master, excluding merge commits

150
100

a0

Contribution Type: Commits ~

April July October 2011 Apn July Octobar 2012 il Uty Octob 201 J Octobar 014
-
AdMobius lab - TAGGED
YAHOO’ gu /G'\o\geli gely DATABRICKS ﬁffai%
( intel) AN
> WANDISCO . ——— — Hortonworks
[ Jsess conviva TAN = @
= stratio Adobe ClearStory cloudera
9 +cOOYALA : "
@ ADATADO sharethrough J};g’gha ;%Emmw q uanti Fl nd blZ@

amazon
webservices™

webtrends

I 4

tuplejump
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The Spark Stack from 100,000 ft

dpark ecosystem

ment
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A Unified Platform ...

Spark MLIib GraphX
Streaming (Machine (Graph
(Streaming) learning) computation)

Spark SQL
(SQL)

Spark (General execution engine)

Continued innovation bringing new functionality, e.g.:

* BlinkDB (Approximate Queries)
* SparkR (R wrapper for Spark)
* Tachyon (off-heap RDD caching)

NMAPR



Get Started Immediate

* Multi-language support
* Interactive Shell

e Cloud-native

Python

lines = sc.textFie(...)
lines.fitter(lam bda s: “ERROR"” in s).count()

Scala

vallines = sc.textFie(...)
lines .fitter(x => x.cont@ins(“ERROR")).count()

Java

BvaRDD < String> lines = sc.textFile (...);
lines.filter(new Function< String, Boolean> 01
Boolean call(String s) {
retum s.contains(“ernor”);

}
}).count();

000 1. java

) bash €1 | O java %2

[~/sandbox/spark-playground] $ /Users/mhausenblas2/bin/spark-8.9.1-bin-hadoopl/bin/pyspark

Python 2.7.5 (default, Aug 25 2013, 06:64:84)

[GCC 4.2.1 Compatible Apple LLVM 5.8 (clang-506.6.68)] on darwin

Type "help", "copyright”, "credits” or "license” for more information.

log4] :WARN No appenders could be found for logger (akka.event.s1f4j.51f4jLogger)

logd]:WARN Please initialize the log4] system properly.

logd] :WARN See http://logging.apache.org/log4j/1.2/faq.html#noconfig for more info.

14/85/88 89:83: INFO SparkEnv: Using Spark’s default log4] profile: org/apache/spark/log4j-defaults.properties

14/85/88 INFO SparkEnv: Registering BlockManagerMaster

14/85/88 INFO DiskBlockManager: Created local directory at /var/folders/wz/jqn8738n43n7yh2pmt82dhlw88eegq/T/spark-loc
14/85/88 89:83: INFO MemoryStore: MemoryStore started with capacity 383.4 MB.

14/85/88 89:83: INFO ConnectionManager: Bound socket to port 58288 with id = ConnectionManagerId(18.59.2.87,58288)

14/85/88 89:83: INFO BlockManagerMaster: Trying to register BlockManager

14/85/88 INFO BlockManagerMasterActor$BlockManagerInfo: Registering block manager 10.59.2.87:58288 with 383.4 MB RAM
14/85/88 89:83: INFO BlockManagerMaster: Registered BlockManager

14/85/88 89:83: INFO HttpServer: Starting HTTP Server

14/85/88 89:83: INFO HttpBroadcast: Broadcast server started at http://10.59.2.87:58298

14/85/88 89:83: INFO SparkEnv: Registering MapOutputTracker

14/85/88 89:83: INFO HttpFileServer: HTTP File server directory is /var/folders/wz/jqn8738n43n7yh2pmt@2dhlwBeeegq/T/spark-7e
le

14/85/88 89:83: INFO HttpServer: Starting HTTP Server

14/85/88 89: INFO SparkUI: Started Spark Web UI at http://10.59.2.87:4848

2814-85-88 89: 93 84.542 java[34471:bfe3] Unable to load realm info from SCDynamicStore

Welcome to

/

57
AN v
/ .
I

I__ 1 ._I\_,_/_/T_I\_\ version 8.9.1

Using Python version 2.7.5 (default, Aug 25 2013 ©0:04:84)
Spark context available as sc.
b33
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Expressive API

m ap

reduce
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Expressive API

m ap

fitter
groupBy

sort

union

join
efOuterbin
rghtO uterbin

reduce
count

fold
reduceByKey
groupByKey
cogroup
Cross

Zp

sam ple
take

partitionBy
m apW 1ih
ppe

save
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News, tutorials,
applications and

more around Apache
Spark—lightning-fast
cluster computing,.

Spark on fire

30.04.2014

Curt Monash's insightful analysis of the current state of the Spark space incl.
ecosystem components, use cases, Hadoop vendor support and upcoming
developments: http://www.dbms2.com/2014/04/30/spark-on-fire/...

Read more

Spark 1.0 and Beyond

28.04.2014

Patrick Wendell at the Bay Area Spark User Meetup. ...

Read more

http://spark-stack.org

Latest posts

Spark on fire
6 days ago

Spark 1.0 and Beyond
8 days ago

Adding Native SQL Support

to Spark with Catalyst
B days ago

Real-time big data
processing with Spark

Streaming
B days ago

Spark at Twitter
8 days ago



Q&A

Engage with us!

@vapr_EMEA k4 &

MapR Technologies m ro

You

mhausenblas@mapr.com g

maprtech

+MaprTechnologies

maprtech

NMAPR
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